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Guarding Women's Safety: Navigating the Threat of Deepfakes 
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ABSTRACT 

"Privacy is not something that I'm merely entitled to, it's an absolute prerequisite."  

                                                                                                         - Marlon Brando 

"In the digital age, the emergence of deepfake technology poses a profound threat to the safety and 

privacy of women worldwide. Deepfakes, synthetic media created using advanced artificial 

intelligence algorithms, have the potential to manipulate and distort reality with unprecedented 

realism, often with malicious intent. One saying goes, "A camera cannot lie." However, "deep 

fake" technology has allowed for an exponential increase in the ability to distort reality. This 

feature enables the creation of audio and video featuring actual individuals saying and acting in 

ways they have never uttered or done. These manipulations are common in politics and, more 

recently, the pornographic industry, where women's faces have been imposed on other people's 

bodies to generate deceptive video images that can lead to non-consensual sexual image abuse and 

other negative effects. This trend may significantly aggravate the societal obstacles that women 

already face, which may affect their personal safety, work, education, and mental health. Hence, 

this paper explores the multifaceted impact of deepfakes on women's safety and privacy, delving 

into psychological, social, and legal dimensions while proposing strategies for mitigation and 

prevention. It then proposes comprehensive techniques for reducing deepfake dangers. Alongside 

regulatory and legal measures including legislative initiatives and collaboration with tech 

companies and platforms. 

               This paper is a call to action for protecting women's safety from deepfake threats as we 

go through the ever-evolving world of digital deceit, making sure that the promise of technology 

never comes at the expense of women's security and dignity." 
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INTRODUCTION: 

Deepfake technology poses an unprecedented danger to the fundamentals of personal privacy at a 

time when reality can easily blend into fiction at the click of a button. The world has seen a 

Bollywood star in skin-tight lycra, a Bangladeshi politician filmed in a bikini and a young Pakistani 

woman snapped with a man, though none of the three images were actual, their plausibility was 

sufficient to incite hatred, lust, and even a possible murder.2 This highlights the dangers that 

generative artificial intelligence poses to women. For years, women have already faced sexual 

harassment online and with the rise of artificial intelligence, it is only getting worse. In India alone, 

according to the NCRB’s 2021 report, out of the 2597 recorded cases of women-centric crimes, 

1896 cases were related to distributing or transmitting sexual content, and 701 cases involved 

instances of other women-centric offences, such as fake avatars, blackmailing, morphing, and so 

on.3 According to the NCW Chairperson, 98% of cybercrimes are carried out against women.4 This 

shows how the promise of technology comes at the expense of women’s security and dignity.   

          As the world is evolving so is the technology, one such thing is AI i.e., Artificial Intelligence 

which has the simulation of human intelligence processed by computers. Deepfake is also a kind 

of AI used to create convincing images, audio, and video hoaxes.5 To put it simply, deepfakes are 

any type of person's films, audios, or photographs that have been manipulated to make them look 

to be of someone else. The easiest technique for producing a deep fake is face-swapping, which is 

the process of digitally stitching one's face to another person's body. Although the political deep 

fakes are a new concern but, the majority of the time, they transpose famous women’s faces into a 

pornographic context. This is because, the Celebrities, especially women, who are subject to such 

malicious acts, they are an easy target and their objectionable videos are the most marketable 

commodity.6 In addition to raising concerns about freedom of expression, deep fakes also call into 

 
2 Rina Chandran, Thomson Reuters Foundation, Flood of AI and deepfake images underline threat to women, sexual 

minorities in South Asia, Scroll.in < https://scroll.in/article/1060585/flood-of-ai-and-deepfake-images-underline-

threat-to-women-sexual-minorities-in-south-asia> last visited at 24/05/2024. 
3 Ranjan, Radha. (2023). CYBER CRIMES AGAINST WOMEN IN INDIA FROM COVID TO THE PRESENT 

ERA. < 

https://www.researchgate.net/publication/378679509_CYBER_CRIMES_AGAINST_WOMEN_IN_INDIA_FROM

_COVID_TO_THE_PRESENT_ERA/citation/download> last visited at 24/05/2024. 
4 Ibid. 
5 Nick Barney, ‘What is deepfake AI?’ (TechTarget) < https://www.techtarget.com/whatis/definition/deepfake> last 

visited 24/05/2024 
6 Vikrant Rana, Anuradha Gandhi And Rachita Thakur, Deepfakes and Breach of Personal Data- A bigger picture, 

Live Law Available at, <Deepfakes, Personal Data, Artificial Intelligence, Machine Learning, Ministry of 

https://scroll.in/article/1060585/flood-of-ai-and-deepfake-images-underline-threat-to-women-sexual-minorities-in-south-asia
https://scroll.in/article/1060585/flood-of-ai-and-deepfake-images-underline-threat-to-women-sexual-minorities-in-south-asia
https://www.researchgate.net/publication/378679509_CYBER_CRIMES_AGAINST_WOMEN_IN_INDIA_FROM_COVID_TO_THE_PRESENT_ERA/citation/download
https://www.researchgate.net/publication/378679509_CYBER_CRIMES_AGAINST_WOMEN_IN_INDIA_FROM_COVID_TO_THE_PRESENT_ERA/citation/download
https://www.techtarget.com/whatis/definition/deepfake
https://www.livelaw.in/law-firms/law-firm-articles-/deepfakes-personal-data-artificial-intelligence-machine-learning-ministry-of-electronics-and-information-technology-information-technology-act-242916
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question people's sovereignty over their privacy and reputation. Just banning this technology or 

any AI-based technology is not an appropriate and remedial measure against increasing cases of 

cyber-crimes against women on the internet. As a result, for digital governance, periodic 

assessment is required to maintain accountability in cyberspace. 

WHAT IS DEEPFAKE? 

Deepfake technology, driven by advancements in artificial intelligence, profound learning 

techniques, has become a potent tool for creating highly realistic fake videos, images, and audio 

recordings. Leveraging vast datasets of digital media content, deepfake algorithms are trained to 

synthesize facial expressions, gestures, and voice patterns, producing content that is often 

indistinguishable from genuine material. This process typically involves the use of generative 

adversarial networks (GANs), where a generator network produces fake content while a 

discriminator network tries to distinguish between real and fake data. Face swapping, a prevalent 

deepfake technique, entails replacing the faces of individuals in videos or images, requiring 

extensive training data for both the source and target individuals to achieve convincing results. 

Additionally, deepfake technology enables lip-syncing and voice cloning, allowing for the 

manipulation of audio recordings by synchronizing lip movements with synthesized speech and 

replicating a person's voice based on minimal audio data. Examples of deepfake misuse targeting 

women include celebrity impersonation, revenge pornography, and political manipulation, 

Currently, the most prominent danger posed by deepfakes primarily targets women, with 96 

percent of instances involving nonconsensual pornography circulating online.7 While celebrities 

are the main focus, there's a growing trend of deepfakes being employed for malicious purposes 

such as fabricating revenge porn, according to Henry Ajder, head of research at the detection firm 

Deeptrace in Amsterdam.8 This highlights the urgent need to understand and address the profound 

implications of this technology for women's safety and privacy. 

 

 
Electronics and Information Technology, Information Technology Act (livelaw.in)> (last visited on 19 May 2024, 

10:41 A.M.) 
7 Sally Adee, What are Deepfakes and How are they created? , IEEE Spectrum (29 Apr,2020) 

https://spectrum.ieee.org/what-is-deepfake Last visited 26 May 2024. 
8 Ibid. 

https://www.livelaw.in/law-firms/law-firm-articles-/deepfakes-personal-data-artificial-intelligence-machine-learning-ministry-of-electronics-and-information-technology-information-technology-act-242916
https://spectrum.ieee.org/what-is-deepfake
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DEEPFAKES & IT’S IMPACT ON WOMEN’S SAFETY AND PRIVACY: 

Deepfakes pose significant risks to the safety and privacy of women, manifesting in various forms 

of harm and exploitation. The psychological and emotional toll of encountering deepfake content 

can be profound, leading to feelings of anxiety, fear, and trauma among victims. The knowledge 

that one's likeness can be manipulated and weaponised without consent creates a pervasive sense 

of vulnerability, impacting mental well-being and exacerbating existing trauma for survivors of 

gender-based violence. 

          A report by Sensity AI, The State of Deepfakes 2019 Landscape, Threats, and Impact, found 

that 96 percent of deepfakes were non-consensual sexual deepfakes, and of those, 99 percent were 

made of women.9 Deepfakes are a relatively new way to deploy gender-based violence, harnessing 

artificial intelligence to exploit, humiliate and harass through the ages-old tactic of stripping 

women of their sexual autonomy.10 While celebrities are the main focus of deepfakes, it is 

becoming more common for everyday women and female public figures of all sorts to be targeted.  

In 2018, Rana Ayyub an Indian investigative journalist, after she had made political comments 

regarding the child rape of a Kashmiri girl. The pseudonymous users circulated a viral deepfake 

sex video featuring her was circulated all over social media platforms alongside her phone number, 

address, and the phrase, “I am available” resulting in her social media platform getting 

overwhelmed with death and rape threats. Despite calls for protection at national and international 

levels, Ayyub continued receiving obscene deepfake videos that attempted to slut shame her. In an 

article detailing her experiences, Ayyub stated that she now practices self-censorship, has 

withdrawn from various digital spaces, and fears people taking pictures of her as they may be used 

to create more deepfakes. In another instance of deepfake video of actress Rashmika Mandanna , 

reacting to which she described the deepfake video incident as “extremely scary” and also 

expressed her concern over the misuse of technology that puts individuals at risk.  

                  A report conducted by Twiss, a social media provider, shows that 94 % of female 

influencers on Instagram fall victim to deepfake pornography with the risk increasing by 15.7% 

 
9 Suzie Dunn, Women , Not Politicians, Are Targeted Most Often By Deepfake Videos, < 

https://www.cigionline.org/articles/women-not-politicians-are-targeted-most-often-deepfake-videos/> Last visited at, 

27 May 2024. 
10 Ibid. 

https://www.cigionline.org/articles/women-not-politicians-are-targeted-most-often-deepfake-videos/
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for every 10,000 followers an influencer gain.11 In terms of the regions, influencers from the U.S. 

were found to be the most targeted, with 10% of them being susceptible to deepfake content. Indian 

origin influencers were found to have a 6% chance of being targeted followed by Brazil at 5% and 

Indonesia at 3%.12 Social media influencers have been proven to be impacted by the deepfake issue 

depending on the platform they use. Because Instagram is primarily a visual platform, influencers 

are the most vulnerable, with a 94% risk of being targeted. 

            Deepfakes depict women partaking in non-consensual activities without ever having 

engaged in them, inciting abuse on those who do not want the attention and do not have adequate 

resources to address these fabrications.13  In turn, the effects of deepfakes on women can have 

social, professional, and personal ramifications.14 For example, Noelle Martin, when she was a 

high school student her face and personal information were used to create deepfake pornographic 

content.15 As a result, she faced death threats, rape threats, extortion, stalking and unwanted sexual 

advances. Although she sought help from authorities and government agencies, there was no 

resolution. The deepfake attacks have a lasting impact on her social life, law school prospects and 

comfort in public settings.16  

              Cara Hunter, a Northern Irish politician, was another victim of deepfake pornography. 

During the late stages of her election campaign in 2022 and a couple of weeks before she was 

elected as the Social Democratic and Labour Party (SDLP) Member of the Legislative Assembly 

(MLA) for East Derry, Cara found that a pornographic video in which she appeared to be engaging 

in an oral sex act was circulating online. Cara told iNews:  

 

 
11 The Hindu Bureau, Over 90% female influencers on Instagram fall victim to deepfake pornography, finds study. 

(20 May, 2024), < https://www.thehindu.com/sci-tech/technology/over-90-female-instagram-influencers-fall-victim-

to-deepfake-pornography-finds-study/article68196062.ece>  
12 Ibid. 
13 Chesney, R., & Citron, D. (2019b). Deepfakes and the new disinformation war: The coming age of post-truth 

geopolitics. Foreign Affairs, 98, 147. 

https://heinonline.org/HOL/LandingPage?handle=hein.journals/fora98&div=18&id=&pa ge=  
14 TRT World. (2021). Deepfakes and cheapfakes: The biggest threat is not what you think. 

https://www.trtworld.com/magazine/deepfakes-and-cheap-fakes-the-biggest-threat-is-not-what-you-think-43046   
15 Paris, B., & Donovan, J. (2019). Deepfakes and cheap fakes. Data & Society. https://datasociety.net/wp-

content/uploads/2019/09/DS_Deepfakes_Cheap_FakesFinal-1- 1.pdf  
16 Supra 11. 

https://www.thehindu.com/sci-tech/technology/over-90-female-instagram-influencers-fall-victim-to-deepfake-pornography-finds-study/article68196062.ece
https://www.thehindu.com/sci-tech/technology/over-90-female-instagram-influencers-fall-victim-to-deepfake-pornography-finds-study/article68196062.ece
https://heinonline.org/HOL/LandingPage?handle=hein.journals/fora98&div=18&id=&pa%20ge=
https://www.trtworld.com/magazine/deepfakes-and-cheap-fakes-the-biggest-threat-is-not-what-you-think-43046
https://datasociety.net/wp-content/uploads/2019/09/DS_Deepfakes_Cheap_FakesFinal-1-%201.pdf
https://datasociety.net/wp-content/uploads/2019/09/DS_Deepfakes_Cheap_FakesFinal-1-%201.pdf
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I was at a family party, it was my grandmother’s 90th birthday, I was surrounded by family and 

my phone was just going ding, ding, ding. And over the next couple of weeks, it continued like 

that. I remember my cheeks flashing red and thinking, ‘Who is this person? Did I have sex with 

this person?’ Two days after the video started doing the rounds, a man stopped me in the street 

when I was walking by myself, and asked for oral sex.17 

There is another story of two Zimbabwean women who recounted their experiences as victims of 

revenge porn on BBC’s The She Word; one was disowned and consequently unable to complete 

her education, while the other lost her job.18 For revenge porn victims, it is common that they 

suffer from anxiety or despair, PTSD(Post-traumatic stress disorder), or substance addiction. 

Interestingly, a study emphasized that male victims of image-based sexual abuse report feeling less 

guilt and less self-blame than female victims in the same circumstance.19 

             Studies have revealed that individuals targeted by deepfakes and image-based sexual 

abuse (IBSA) experience significant psychological distress, face both online and offline 

harassment, suffer from mental health problems, contemplate suicide, endure harm to their 

professional and personal reputations, and feel violated in both personal and physical aspects, 

despite not being involved in the depicted activities.20  

            From a legal and ethical standpoint, deepfake technology presents complex challenges in 

safeguarding women's privacy rights and ensuring accountability for perpetrators. Existing laws 

and regulations often fall short in addressing the nuances of deepfake manipulation, leaving 

victims with limited recourse for seeking justice or recourse. The proliferation of deepfake content 

also raises questions about consent and autonomy, highlighting the need for robust legal 

frameworks to protect individuals from exploitation and harm. 

 

 

 
17 Mark Scott, Deepfake porn is political violence, Politico, (February 8, 2024) < 

https://www.politico.eu/newsletter/digital-bridge/deepfake-porn-is-political-violence/>  
18 “The She World”, BBC WORLD SCIENCE TV, 13 th Dec 2019, https://www.bbc.co.uk/programmes/p07xs7qs  
19 Youtube, “Meet The Women Being Deep faked Into Porn by AI | Deepfake Porn: Could You Be Next?”, BBC 

THREE, 3 Nov. 2022, https://www.youtube.com/watch?v=Q-S-amtvcd8.  
20 Jennifer Laffier, Aalyia Rehman, Deepfakes and Harm to Women, Journal of Digital Life and Learning vol.3 

(2023) 

https://www.politico.eu/newsletter/digital-bridge/deepfake-porn-is-political-violence/
https://www.bbc.co.uk/programmes/p07xs7qs
https://www.youtube.com/watch?v=Q-S-amtvcd8
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MOTIVATIONS OF THE PERPETRATORS: 

There appear to be patterns that have been identified in the past between criminals and the 

objectives behind their conduct, although the list of patterns is not exhaustive. This is because we 

will not be able to investigate thoroughly the motivations behind every incidence of criminal 

sexual abuse. While those who commit image-based sexual abuse are typically known to have 

done so with evil intent from the beginning, there have been instances where friends and family 

have committed the crime without any apparent reason. There is a study which depicts that 56.9% 

of those who experienced such abuse and victimization reported that one or more of their 

perpetrators were their intimate or ex-partners. Another 64.3% of reported one or more of their 

perpetrators were their friends or family members, and 15.9% reported they did not know who 

their perpetrators were.21 It shows that there are plenty of reasons why image-based abuse occurs, 

ranging from sexual gratification and violating someone's consent by complete strangers to 

revenge by various offenders such as ex-partners or resentful family members. The following list 

contains common reasons why people commit image-based sexual violence. 

I. Sexual Pleasure; Suppressing desires through physical and/or psychological stimulation 

of senses is one of the most common reasons for image-based sexual abuse. 

II. Bullying through Power Exertion; This is the situation in which the perpetrator of image-

based sexual abuse regularly inflicts psychological and emotional trauma on the victim 

only because they can, generally with the goal of controlling the victim. Deepfake 

technology poses significant risk for victims of domestic violence because perpetrators can 

use deepfakes to threaten, blackmail, and abuse them.22 

III. Circumventing Consent; Like other forms of sexual abuse where the crux is the absence 

of consent, perpetrators of image-based sexual abuse, especially in deepfakes as we shall 

 
21 Karasavva, V., & Forth, A. (2022). Personality, Attitudinal, and Demographic Predictors of Nonconsensual 

Dissemination of Intimate Images. Journal of Interpersonal Violence, 37(21-22). 

https://doi.org/10.1177/08862605211043586. (Last visited on 19 May 2024, 11:58 A.M.) 
22 Kweilin T. Lucas, Deepfakes and Domestic Violence: Perpetrating Intimate Partner Abuse Using Video 

Technology, < 

https://www.researchgate.net/publication/361337909_Deepfakes_and_domestic_violence_Perpetrating_intimate_par

tner_abuse_using_video_technology>  

https://doi.org/10.1177/08862605211043586
https://www.researchgate.net/publication/361337909_Deepfakes_and_domestic_violence_Perpetrating_intimate_partner_abuse_using_video_technology
https://www.researchgate.net/publication/361337909_Deepfakes_and_domestic_violence_Perpetrating_intimate_partner_abuse_using_video_technology
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see below, are motivated by the possibility of sensory simulation through AI-altered videos 

and aim to circumvent the need to seek and obtain consent.23    

IV. Revenge; Revenge is a counteraction perpetrated to cause injury or harm to the victim, 

usually in return for an injury or wrong suffered or perceived to have been suffered at their 

hands. Revenge porn is the exploitation of non-consensual intimate image distribution, 

which leads to violation of person’s rights. Image-based sexual abuse can be committed by 

an aggrieved party or an ex-intimate partner who has in their possession or come in contact 

with explicit content belonging to the victim. The perpetrator then uses this content to exert 

revenge on the victim solely for causing injury or damage to social reputation or to exert 

power over the victim. When a person’s explicit images are distributed without permission, 

this can be a method of getting back at an ex-partner who chose to leave the relationship, 

especially where certain constraints exist which make it difficult for the perpetrator to meet 

directly with the victim.24 

        In 2018, a famous YouTuber found that in a bid to exert revenge, a sexual video of her had 

been leaked online by her former romantic partner sometime after the end of their relationship. As 

a result, Chrissy Chambers developed anxiety, insomnia, posttraumatic stress disorder (PTSD), 

and soon began to abuse drugs to numb the pain. BBC received reports on the backlash she has 

had to face since the incident with several people calling her unsavory names and disassociating 

themselves from her.25 

        With deepfake, the perpetrator can easily make revenge porn of the victim to make them 

suffer and due to this the victim can suffer through various trauma, anxiety etc. 

Sextortion 

         The Cambridge Dictionary (2022) defines sextortion as a crime of the digital age, involving 

the practice of forcing someone to do something, particularly to perform sexual acts, by threatening 

 
23 Chidera Okolie, Artificial Intelligence-Altered Videos (Deepfakes), Image-Based Sexual Abuse, and Data Privacy 

Concerns, Journal Of International Women’s Studies Vol.25 Iss. 2, March 2023, < 

https://vc.bridgew.edu/cgi/viewcontent.cgi?article=3079&context=jiws>  
24 Ibid. 
25 BBC, Chrissy Chambers: Revenge porn almost killed me, (18 January,2018) < 

https://www.bbc.com/news/technology-42733034>  

https://vc.bridgew.edu/cgi/viewcontent.cgi?article=3079&context=jiws
https://www.bbc.com/news/technology-42733034


9 | P a g e  
 

to publish naked pictures or sexual information about them.26 It is the threatened dissemination of 

explicit, intimate, or embarrassing images of a sexual nature without consent, usually for the 

purpose of procuring additional images, sexual acts, or money.27 Victims of image-based sexual 

abuse may be blackmailed for financial gain or sexual favors by the abuser threatening to reveal 

any obscene images they may have. 

Injury to Social Reputation 

           Example of Northern Irish politician Cara Hunter, Indian journalist Rana Ayub, the 

Bangladeshi politician are prime examples of the victims of deepfake videos and due to this the 

offender caused injury to their social life, and reputation. The offenders make deepfake video 

causing damage to their social image and spread it on social media because social media is the 

place where it is difficult to control the spread and there is highly chance that various persons in 

the victim’s personal networks may come in contact with the deepfakes. 

STRATEGIES FOR MITIGATING DEEPFAKE THREATS 

In response to the growing threat of deepfake technology to women’s safety and privacy, various 

strategies have been proposed to mitigate its harmful effects. These strategies encompass 

technological solutions, policy and legal measures, as well as education and empowerment 

initiatives. 

1. Technological Solutions; In an article by Citron and Chesney (2019)28; Deepfakes: A 

Looming Challenge for Privacy, Democracy, National Security, they emphasize the 

importance of technological solutions in combating the threats posed by deepfake 

technology. They discuss several technological approaches that can potentially mitigate the 

impact of deepfakes: 

i. Detection Algorithms: Deepfake content can be detected through the algorithm designed 

for such purpose. Such algorithms analyze various features of images, videos, such as facial 

 
26 < 

https://dictionary.cambridge.org/dictionary/english/sextortion#:~:text=Meaning%20of%20sextortion%20in%20Engl

ish&text=the%20practice%20of%20forcing%20someone,crime%20of%20the%20digital%20age.>  
27 Patchin J. W., & Hinduja, S. (2020). Sextortion Among Adolescents: Results from a National Survey of U.S. 

Youth. Sexual Abuse: A journal of research and treatment. < https://pubmed.ncbi.nlm.nih.gov/30264657/>  
28 Citron, Danielle Keats, and Robert Chesney. "Deep Fakes: A Looming Challenge for Privacy, Democracy, and 

National Security." California Law Review 107.1 (2019): 175-216 

https://dictionary.cambridge.org/dictionary/english/sextortion#:~:text=Meaning%20of%20sextortion%20in%20English&text=the%20practice%20of%20forcing%20someone,crime%20of%20the%20digital%20age
https://dictionary.cambridge.org/dictionary/english/sextortion#:~:text=Meaning%20of%20sextortion%20in%20English&text=the%20practice%20of%20forcing%20someone,crime%20of%20the%20digital%20age
https://pubmed.ncbi.nlm.nih.gov/30264657/
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expressions, blinking patterns, and inconsistencies in audio-visual elements, to identify 

signs of manipulation. By implementing robust detection algorithms, platforms and users 

can more effectively identify and flag deepfake content. 

ii. Digital Watermarking: Watermarking involves embedding invisible or semi-visible 

markers within images or videos during the creation process. These markers serve as 

unique identifiers, enabling verification of content origin and integrity. Digital 

watermarking can help differentiate between genuine and manipulated media, enhancing 

trust and accountability in online discourse. 

iii. Collaborative Platforms and Tools: Collaborative platforms and tools can foster 

innovation and coordination in the ongoing fight against deepfake manipulation. By 

sharing expertise, data and resources to improve detection algorithms and enhance media 

authentication techniques, there can be collaborative efforts can be made among 

technology companies, researchers, and policymakers to develop and deploy effective 

countermeasures against deepfakes. 

2. Legal Solutions; In both the Indian and international contexts, existing laws provide some 

level of recourse against the misuse of deepfake technology, encompassing areas such as 

defamation, intellectual property, and privacy statutes. However, these laws encounter 

inherent limitations, leaving gaps in addressing deepfake-related privacy issues. 

Various sections of the Information Technology (Amendment) Act, 2008, in combination 

with laws of the Indian Penal Code, 186029 now, Bhartiya Nyay Sanhita, 2023 ( Since the 

typical objective is to commit cyber fraud, identity theft, or blackmail via manipulated 

photos or videos) may be used to address this issue. According to IPC,1860 the accused 

might be charged with defamation sections 499 and 500(Now, section 356 of Bhartiya 

Nyay Sanhita,2023) The criminal defamation act can be used when someone makes a 

Deepfake audio or video in which he seems to say anything disparaging about that person's 

reputation. This category may have a fake video where someone says something disturbing.  

The concept of obscenity is usually considered as violation of community standard and 

public decency and which is repulsive and prurient to society.  Within the purview of Indian 

legal regime, section 292 of India Penal Code30(Now, section 294 Bhartiya Nyay Sanhita, 

 
29 Indian Penal Code of 1860, No.45, Acts of Parliament of 1860 (India) 
30 The Indian Penal Code,1860, § 292, No. 45, Acts of Parliament of 1860 (India) 
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2023) specifically provide punishment for sale, distribution, importation/exportation of 

obscene material. In the same way, there is punishment provision for dissemination of 

obscene content in electronic form as mentioned in the section 67 of Information 

Technology Act, 2000.31 

Section 66E of the Information Technology Act 2000 establishes penalties for privacy violations. 

Similarly, the sections 67A and 67B of Information Technology Act, 2000 penalize the 

transmission or publication of sexually explicit content, or sexually explicit depictions of children 

by electronic means, respectively. Identity theft entails the use of fraudulent or deceptive means 

to steal an individual's identity details for gaining access to resources or obtaining credit and other 

advantages in the victim's name. Even, the IT Act, 2000 also consider cheating through personation 

by using computer facility as penal provision mentioned in its section 66D. It is important that 

social media intermediaries must implement the establishment of self-regulating body to address 

any grievances(if any) and supervise the follow-up of code of ethics as mentioned in section 11 of 

the Information Technology (Intermediary Guidelines and Digital Media Ethics Code) Rules, 

2021.32 It is also expected from social media intermediary to formulate a due diligence document 

and regulation where explicit information must be shared with users of computer resource 

regarding prohibition of uploading or sharing any obscene, prurient or pornographic content. An 

intermediary may terminate the access of concerned user in case of non-compliance of such 

regulations by any user.33 Recently, a proposed Digital India Act, 2023 draft was discussed by 

Ministry of Electronics and Information Technology wherein there is discussion of taking 

appropriate action against users who are involved in revenge porn, cyber-bullying. There is 

reference of conventional quality testing mechanism of risk prone AI based technology in the 

interest of supervision of digital content and content moderation on periodic basis.34 

 
31 Information Technology Act, 2000, § 67, No. 21, Acts of Parliament of 2000, (India) 
32 Information Technology (Intermediary Guidelines and Digital Media Ethics Code) Rules, 2021, § 11, No. 21, Acts 

of Parliament of 2021, (India). 
33 Information Technology (Intermediary Guidelines and Digital Media Ethics Code) Rules, 2021, § 3, No. 21, Acts 

of Parliament of 2021, (India). 
34 Proposed Digital India Act 2023, Digital Indira Dialogues, 9th March,2023, MINISTRTY OF ELECTRONICS 

AND INFORMATION TECHNOLOGY, GOVERNMENT OF INDIA, 

https://www.meity.gov.in/writereaddata/files/DIA_Presentation%2009.03.2023%20Final.pdf  

https://www.meity.gov.in/writereaddata/files/DIA_Presentation%2009.03.2023%20Final.pdf
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However, these laws might struggle to address deepfakes that utilize original content in a 

transformative manner, raising challenges in determining infringement.35 In both Indian and 

international contexts, the limitations of existing laws in effectively addressing deepfake-related 

privacy issues lie in their inability to adapt swiftly to the nuances and evolving nature of deepfake 

technology. The challenge persists in keeping pace with technological advancements and 

developing comprehensive legal frameworks capable of addressing the complexities presented by 

deepfake content that blurs the boundaries between truth and manipulation. This necessitates a 

nuanced approach and potential reforms in legislation to bridge these gaps and provide robust 

protection against deepfake-related privacy infringements. These are as follows: 

1. Expanded Defamation Law: There is a need to expand defamation law to cover the 

creation and dissemination of deepfakes that harm individuals' reputations. This would 

entail holding creators and disseminators of malicious deepfakes accountable for the harm 

caused to their subjects, similar to the legal principles applied to traditional forms of 

defamation. 

2. Publicity Rights: There is a need to strengthen publicity rights laws to provide individuals 

with greater control over the use of their likeness. This would enable individuals to pursue 

legal action against those who use their images or videos without consent, including in the 

creation of deepfakes for malicious purposes. 

3. Platform Liability: There is also a need to discuss the potential role of intermediary 

liability laws in holding online platforms accountable for facilitating the spread of harmful 

deepfake content. By exploring ways to incentivize platforms to implement measures for 

detecting and removing deepfakes from their platforms, and also considering the balance 

between liability and platform autonomy. 

FUTURE DIRECTIONS AND CHALLENGES: 

In addressing the future directions and challenges surrounding the threat of deepfakes to women's 

safety and privacy, it becomes evident that despite advancements in technology and awareness 

efforts, significant gaps persist, necessitating ongoing vigilance and innovation. Looking ahead, 

 
35 Langa, J. Deepfakes, real consequences: Crafting legislation to combat threats posed by deepfakes, 101 BUL Rev., 

761. (2021). 
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several key considerations emerge, alongside potential avenues for further research and 

intervention. 

             One crucial aspect pertains to the evolving landscape of deepfake technology itself. As 

artificial intelligence continues to advance, so too do the capabilities of deepfake algorithms, 

posing an escalating challenge for detection and mitigation efforts. Moreover, the democratization 

of deepfake tools means that individuals with minimal technical expertise can create convincing 

fake videos, amplifying the potential for harm. Therefore, future research should focus on staying 

abreast of these technological developments and devising robust countermeasures that can adapt 

to evolving threats. 

             Another pressing concern is the persistent gaps in protection and prevention efforts. 

Despite growing awareness of the dangers posed by deepfakes, there remains a lack of coordinated 

action at both the institutional and individual levels. Legal frameworks often lag behind 

technological advancements, making it difficult to prosecute perpetrators or hold platforms 

accountable for hosting malicious deepfake content. Moreover, there is a need for greater 

collaboration between tech companies, policymakers, and civil society organizations to develop 

comprehensive strategies for addressing deepfake threats. Research in this area should explore 

innovative approaches to policy development, as well as mechanisms for fostering cross-sectoral 

cooperation. 

            Furthermore, there is a critical need to prioritize the empowerment of women in navigating 

the digital landscape. Digital literacy programs tailored to women can play a crucial role in 

equipping them with the skills and knowledge needed to identify and respond to deepfake threats 

effectively. These programs should not only focus on technical aspects but also address broader 

issues such as online safety, privacy protection, and media literacy. Additionally, support networks 

and resources for victims of deepfake abuse are essential for providing assistance and advocacy in 

the aftermath of an attack. Research efforts should examine the efficacy of existing support 

mechanisms and identify areas for improvement to better meet the needs of affected individuals. 

             Amidst these challenges, however, there are also opportunities for innovation and 

collaboration. Technological advancements such as blockchain and decentralized authentication 

systems hold promise for enhancing the integrity of digital content and combating deepfake 

manipulation. Likewise, interdisciplinary research initiatives that bring together experts from 
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fields such as computer science, law, psychology, and gender studies can yield valuable insights 

into the multifaceted nature of deepfake threats. By fostering cross-disciplinary dialogue and 

collaboration, researchers can develop more holistic approaches to addressing the complex 

challenges posed by deepfakes. 

CONCLUSION 

In conclusion, the proliferation of deepfake technology poses a significant threat to the safety and 

privacy of women in the digital age. Throughout this paper, we have explored the multifaceted 

impact of deepfakes on women, encompassing psychological distress, social and professional 

repercussions, and profound ethical and legal dilemmas. The evidence presented underscores the 

urgent need for proactive measures to mitigate these risks and protect women from harm. As we 

navigate the complexities of deepfake threats, it is evident that a multifaceted approach is required. 

Technological solutions, including advancements in deepfake detection and authentication tools, 

offer promise in combating the spread of malicious content. However, such measures must be 

complemented by robust policy and legal frameworks that address the root causes of deepfake 

vulnerability and hold perpetrators accountable for their actions. Collaboration between 

governments, tech companies, and civil society is essential to enact meaningful change and 

establish effective safeguards for women's safety online. 

               Furthermore, education and empowerment initiatives play a crucial role in building 

resilience among women and equipping them with the knowledge and skills to identify and 

respond to deepfake threats. Digital literacy programs tailored to address the specific challenges 

faced by women can empower individuals to navigate the digital landscape safely and assert their 

rights in the face of online harassment and abuse. Additionally, fostering support networks and 

resources for victims of deepfake exploitation is essential in providing avenues for recovery and 

redress.  

 

 

 

 


